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Abstract

Perrolle explains that there are two fundamental levels of privacy, “the right of individuals to be left alone by others… and freedom from the intrusions of formal bureaucratic institutions and authorities.” (1996: 48).  Brin suggests that freedom and privacy within society are both under threat from modern technology, theorizing that to manage the ever more sophisticated levels of surveillance will require Reciprocal Transparency, “whose approach is not to close down information flows, but rather compensate by opening them wider.” (Brin 1998: 81).  The interface for most modern technology is an Operating System of a computer.  If transparency is a solution for technological advancements and intrusions, how has this affected the fundamental interface to technology (the Operating System)?  Also, how might theories of transparency further affect the Operating System?

The solution perhaps lies away from reciprocal transparency and involves a complete circumvention of surveillance altogether.  Large scale networks such as the Internet can provide almost complete anonymity to its virtual inhabitants.  Can solutions derived from Internet technology be leveraged to produce a future Operating System capable of providing the benefits of transparency whilst leaving concepts of freedom and privacy intact?

Introduction

The computer was invented to help humans efficiently calculate complex mathematical problems.  From the birth of the computer, it has had no other purpose than to serve humans.  To this end, computers have become more and more powerful, and have hugely increased their ability to serve.  The enhancement of Human Computer Interaction (HCI) is an entire industry, and consumes a huge amount of any commercial development time.  With each improvement in the technology (better processing power, greater graphical capabilities, etc) come more and more improvements to the ways in which we use computers.  So in what direction is the industry currently moving?  What will be the next breakthrough in HCI?

Current technologies that could have an effect over the further development of HCI have been in use for a long time.  Psychometric testing is a method of obtaining a profile of a person based on a simple test.  A typical psychometric test is the Belbin test, invented by Dr R. Meredith Belbin in the early 1980’s, for evaluating team roles in a business.  The test requires a set of simple, seemingly unrelated questions, to be answered.  From this an accurate assessment of that person’s personality and how it relates to teamwork is produced.

Psychometric testing can also be applied without the use of a physical test.  A profile of a person could be assessed without the person actually realising they are being tested.  A machine could perform this kind of behavioural analysis.  Whether it’s by monitoring keyboard strokes, mouse movements or speech, over time a profile could be generated.  I predict that this technology will be one of a number of breakthroughs in the way we use computers.  Combined with global networking via the Internet, our computers could learn from our behaviour and begin to predict from our patterns of use.  The first chapter of this essay will address the history of the Operating System, the means in which we interface with computers, and will explain the principles of user analysis and the potential future of the Operating System.

The analysis of users raises several issues.  Primarily, the threat to privacy is most at stake, as who knows who might access our profiles?  Technology has had a huge impact on privacy.  Up until the late 19th and 20th century, b living in small villages, everybody knew what everybody else was doing.  Industrialisation brought about massive changes that affected the way privacy is seen and dealt with.  I will discuss privacy in chapter 2 as a background to why my predictions in chapter 1 may not be possible.

What is the likelihood of privacy obstructing and possible stopping the progress of technology?  Chapter 3 will discuss three models of society, the open, closed, and transparent societies.  An open society is the society in which we currently exist.  Democracy ensures that we all have a say in how society behaves, even if individual contributions are only small.  A closed society is the opposite of an open society, the principle of a closed society is that of a tribe.  A leader decides for the tribe as a whole, and individuals follow.  The third concept is that of transparency.  A transparent society is a new concept provoked by the emergence of technology that could destroy our freedom in an open society.  The theory that surveillance technology will be so advanced that we will have no privacy has created a solution in transparency.

Having briefly discussed society and its future, I will conclude as to whether society is ready to receive new technology, and is it ready to embrace a new way of working with technology?  Are we ready for our privacy to be in jeopardy?  How can we make use of technology to create a compromise?  Also I will ask how the Operating System and HCI might change and possibly incorporate the ideas of transparency.

Chapter 1 – Operating Systems

The Operating System is the computer users first experience of interacting with the computer.  This therefore makes it possibly the most important component in terms of HCI (Human Computer Interaction).  This would explain why most of the most groundbreaking developments in HCI have been with regards the Operating System.  An Operating System (OS) is the base of any computer.  It is the first piece of software to be run when a computer starts up.  Its job is to control and access all the components of the computer, creating an interface for all programs to run through.  All the subsequent programs that will run on the computer will therefore use the OS as a platform on which to run.

The first OS most people may remember or have come across came with the earliest of the home computers.  Systems such as the BBC Micro, ZX Spectrum and Commodore 64, all released in the early 1980’s.  However, these OS’s had no need to provide the user more than the facility to run a simple game or word processor.  The need for a more advanced OS came when the technology to allow users to store data on floppy disks and hard disks became affordable.  The need to manage files to create order within this space became important, and users needed more than just the ability to load games.  The first memorable and lasting OS to reach the home market was MS-DOS (Microsoft Disk Operating System), which was released for the first 8088 IBM PC’s in 1980 (originally named PC-DOS).  MS-DOS was a compromise for the home user, providing an OS that provided the power and flexibility its users needed without the technical obscurity of its industrial standard rival UNIX. MS-DOS provided a text-based interface to the PC allowing users to manage files on their disks and run applications.

As graphics technology improved, the next advancement in the OS arrived with the first Apple Macintosh home computer in 1984.  The Mac used a Graphical User Interface (GUI) to provide users with a graphical way to navigate the disks on the computer (see figure 1.1).  It also, more importantly, introduced a new way to run programs.  Programs would run inside windows.  Multiple windows could be open on screen at once and be dragged around the desktop.  All these graphical metaphors provided the first WIMP (Windows Icons Menus Pointer) GUI, which is the basis of all modern OS’s for home computers.

The GUI is fundamental to how users now interact with computers.  The GUI provides an abstract layer to the technology working beneath it.  The result has meant that the OS has become responsible for providing more features to further simplify access to the user.  The Microsoft Windows platform aims to integrate more and more into what is theoretically still the OS.  For instance the user can open a window to their hard disk, from the same window type into a word processor, then from the same window browse the Internet.

The abstraction from the underlying technology is intended to make use of the computer easier for the user.  And whilst the underlying technology may change, the overall GUI remains the same.  Linux is a fairly new OS, conceived in 1991 by Linux Torvalds, based upon UNIX but commonly distributed with a GUI.  The GUI’s available for Linux all borrow from the original Apple GUI (see Figure 1.2 compared to figure 1.1).  Mac OS has now even completely changed its underlying architecture with the release of the FreeBSD (another UNIX clone) based Mac OS X.  Mac OS X still runs old Mac software and the changeover is intended to largely be transparent to previous Mac OS users (short of some cosmetic changes).

Advancements from this traditional style of GUI have progressed slowly.  Mac OS, Windows, the various desktops for Linux and UNIX have all remained very similar in terms of use and metaphor.  It seems we are now familiar with this way of working.  Can this metaphor keep up with technology though?  Hard Disks are now for sale to home users that are 2,000 times the size of the hard disks available for the original Apple and Windows computers.  Already we are seeing less and less need for the keyboard associated with almost all computers.  Microsoft have created advanced speech recognition software freely available to extend their Windows family of computers (http://www.microsoft.com/speech/).  It would be safe to assume that one day this technology will be a standard feature of the Windows OS’s.

With new technologies arriving increasingly rapidly, the OS is being responsible for more and more.  The OS is responsible for creating an abstraction to this technology for the user.  The choice is either to offer complete control to the user, potentially isolating the technology to advanced level users, or abstract access to the technology behind the GUI, potentially not capitalizing on its full power.

Different OS’s have approached this pay-off differently.  Apple have taken the route with Mac OS of completely abstracting technologies, and have often been accused of not capitalizing on them.  Linux takes the route of offering everything to the user (even the ability to alter the underlying code) whilst abstracting very little.  An advanced user would choose Linux, whilst a less advanced user might choose Mac OS.  Windows commits itself to neither, and actually makes tasks for advanced users frustrating by hiding advanced features under non-logical less-advanced user-friendly menus.

Non of these current approaches are entirely satisfactory.  A less-advanced user may want to increase their access to underlying technologies and be restricted by Mac OS.  And an advanced user may want the ease of the Mac OS for certain tasks that would be unavailable to them in Linux.  A possible way to satisfy a need for an OS that is both entirely abstract from the technology and also allows advanced level access would be via user profiling.

Microsoft have begun to experiment with simple enhancements to their Windows 2000 OS that provide a basic level of user profiling.  The use of user profiles in Windows 2000 provides a way to personalise the OS and remember the settings for the next time.  Features such as personalized menus that provide only the features you want (hiding the rest in an expandable sub-menu) and the personal desktop.  However they are not created through automatic user profiling, but rather from settings in a control panel (potentially requiring an advanced level to set in the first place).

Jon Orwant, a student at MIT (Massachusetts Institute of Technology) created an application called Doppelganger with the purpose of user modelling.  His approach was to create the characteristic of adaptation in the computer.  With the Doppelganger software installed, the computer now adapts to whoever is using it, learning characteristics about the user and keeping a record of that users model.  Other applications can then interface with Doppelganger to learn about the user.  An example would be if you read the same kinds of stories from a news site, Doppelganger would remember that you preferred that kind of story.  The next time you go to the news site, the news site could then put the stories of interest to the top of the list of stories.

Another interesting technology to come out of MIT is from Boris Katz and is called START (SynTactic Analysis using Reversible Tranformations).  START is a software system that answers natural language questions.  It uses a method of knowledgebase collecting to answer questions.  The knowledgebase is designed to be expandable, so START can learn.  By adding new entries to the knowledgebase, and then sharing knowledge to other START users, a complex querying tool is created.

If the two principles of Doppelganger and START are mixed together, the grounds for what could be the next generation of OS’s is available.  An OS that know its user and what the user likes, and also has the ability to learn how to accomplish new tasks from other sources.  The user would state the task to achieve, such as “I wish to build a family tree”.  The OS would then check to see if it knew how to make a family tree, if it doesn’t then it would ask across a network from other sources to find how to make a family tree.  Because the OS knows the user, it would pick the right application and design to suit the user, and would open that application and design as a template to construct a family tree.

An OS with these capabilities would be incredibly powerful.  By knowing about its user and having the ability to learn, the OS would allow for much greater levels of creativity in the user.  It would also accommodate the user who wishes to have their hand held less and would then provide greater access to technical tasks.

The trouble with using an OS with the capability to create a user model, is determining what would be done with that model.  If any application running on the machine has the potential to access that user model, what would stop them transmitting that data to a larger central database?  This would be considered an invasion of privacy, and may even break privacy laws.  It will also be the feature that will hold back widespread adoption of these technologies.  Jon Orwant recognised this need to increase privacy, building in various levels of security into Doppelganger.  But none of the security measures would protect from an application interfacing with Doppelganger and then transmitting the data across the Internet.

Chapter 2 – Privacy

The end of the 20th century saw a rapid explosion in technology.  From the 60’s onwards, technology has become more and more a part of the modern Western way of life.  Orange PLC Have proposed a house of the future run entirely by technology.  According to Orange, the bath will no longer need taps as the bath will be filled and maintained at a constant temperature by the house computer.  “In the future, Orange believes your bathroom will be more intelligent.” (Orange 2001: 

http://www.orange.co.uk/orangeathome/tour_first_main.html).

Whilst the idea of arriving home from a day at work to a nice hot bath, already run and waiting for you, is viewed as a good use of technology, the idea of a camera small enough to not be visible and implanted into the cistern of the toilet is not.  The concept of privacy and freedom is fundamental in Western life, which is why the above scenario would not be tolerated.  However, we have lived with surveillance since the late 80’s / early 90’s when the first CCTV (Closed Circuit Television) cameras were introduced in City Centres across Great Britain.  “The trend began in Britain… in the town of Kings Lynn, where sixty remote-controlled cameras were installed” (Brin: p.5).  The explosion in the number of CCTV cameras in cities has either escaped a lot of people, or has been seen as a ‘good thing’.  A direct relation between steep falls in crime rates in areas in which CCTV cameras have been installed has firmly ensured CCTV technology is beneficial to society.

So why would more surveillance be a bad thing?  Why would the implementation of cameras in the home be so poorly received?  The reason CCTV cameras in city centres are so widely accepted is because they are located in public spaces.  People feel safer in public spaces if they know somebody is watching out for them.  However the home is a private space.  Although we have windows, we cover them with blinds and netting so others cannot see in.  The home is the only place one can go and expect not to be seen by others.  We can pick our noses in peace.  This is the sole reason NTV (a section of a TV programme ‘Noels House Party’, BBC 1991 to 1999) was so successful.  In this part of the show, a camera planted in a viewers home would show them sitting at home watching the TV.  The entertainment would be watching their reaction when they realised they were being watched by the rest of the nation.

So surveillance in the home is an invasion of privacy, and induces feelings of paranoia.  But a CCTV camera located on a lamppost on the road outside of the house reassures and provides safety.  It is this distinction between what is considered public and private that troubles privacy and today’s computers.  Computers are located inside a house and are therefore considered to be private.  However, by connecting that computer to the Internet, you are entering a public space.  So this is now a public space within a private space.  It is this contradiction that has prompted such a proliferation of privacy related software.  Applications known as Firewalls protect users by preventing access to their computer from remote users.  Firewalls allow a user on the Internet to look out, but nobody else to look in.  Much the same as net curtains on a house.

Firewall software is not a perfect solution for users wishing to protect themselves from other users in Cyberspace.  No Firewall so far has proven to be completely secure.  There are repeatedly articles in the technology press relating to breaches of security relating to Firewall systems.  It is this level of insecurity that will always plague software.  A solution has been a movement towards developing software in an open source manner.  Closed source and open source development are two distinct ways of producing a product.  Closed source means that the source code used to compile the application that is then distributed is protected and is kept secret by the developers.  Open source means that the source code is available for anybody and everybody to download and see for themselves.  Most open source products also allow code to be modified and used again.

Open source development has proven to be a very popular way to develop commercial quality, extremely secure and robust applications.  Open source development is an issue of property.  The purpose is to ensure that developed software remains public property.  The GNU’s General Public License (http://www.gnu.org/copyleft/gpl.html) has the following clause:

1. You may copy and distribute verbatim copies of the Program's source code as you receive it, in any medium, provided that you conspicuously and appropriately publish on each copy an appropriate copyright notice and disclaimer of warranty; keep intact all the notices that refer to this License and to the absence of any warranty; and give any other recipients of the Program a copy of this License along with the Program.

A benefit of open source developing is that more eyes review the code and any bugs or security glitches are caught and fixed quickly.  It also means applications can be changed and tailored for their specific environment, again increasing security and robustness.

The idea of developing an application in an open source manner is, however, against the traditional way of thinking.  Privacy with code has been an integral part of software development up until now.  Companies such as Microsoft have made huge amounts of money based on the closed source principles.  However Microsoft products are also renowned for their holes in security.

The theories that open source development supports are of transparency.  By allowing any developers to openly comment on and amend an application, the open source developer is making their product transparent.  In the same way, society can be viewed in an open, closed or transparent way.  A transparent society is one in which everybody can see and comment or act upon everybody else and their actions.

So when discussing privacy and technology, it is apparent that privacy is a social, cultural and legal concept, whereas security is much more a technological issue.  It seems that the two are hand in hand, and to have one, you must have the other.  However, it also seems that by increasing security and therefore privacy, levels of freedom are lost.  For instance many Firewall applications will not allow Internet applications it does not know about to run.  Programs that share files across the Internet are a particularly good example.  Unless it knew about it, the Firewall software would see this type of transaction as a breach of security, whereas it could simply be a new application downloaded by the user that allows them to share mp3 music files with their friends.

Now the concept of freedom has come into play.  Freedom is as much an integral part of society as privacy is, even though by having more of one, we often have less of the other.  Take for example the Sexual Offenders register in California, USA.  In California, a CD containing a list of convicted sex offenders is distributed to all police stations, who are required to allow access to this database to any member of the public who wishes to see it.  The list contains all convicted offenders names and numerous photos.  There are two arguments for and against this list.  Parents argue that by knowing if an offender is nearby increases their freedom as they feel safer in letting their children play.  However convicted offenders, having already paid their debts to society, feel that it is an extra sentence forced upon them that strips their right to privacy.

Another more common example of a pay-off between privacy and freedom is a choice made by anybody wishing to use a telephone.  When a telephone operator in the UK connects you up to their communications network, you are asked to decide whether or not to include your number and address in the phone directory.  If you ask not to be, you are increasing your privacy perhaps from random calls from marketing companies, but your are also taking away the freedom to find your number if somebody should need to.  Add to this the fact that caller ID technology allows your number to be exposed to anybody you call, are you really gaining anything by not being in the phone directory?

So if changes in levels of privacy affect freedom, what does a change in freedom affect?  Freedom and creativity also go hand in hand.  It has long been known that creativity often stems from freedom and the freedom to create.  This is how privacy especially ties in with the need to improve our existing technologies.  If I am right about the next major step for Operating Systems, then a need for much greater freedom is required.  The freedom to share and know everything.

So what is the compromise between privacy and freedom?  This has long been under debate, especially regarding technology and the creation of new laws to govern its usage.  What solution could there be to allow society to function?  A popular theory is the Transparent Society, the subject of the next chapter.

Chapter 3 – Open, Closed or Transparent

Industrialisation has forced individuals to live in cities and has had a major effect on society.  Before this, the village way of life meant that every member of the village knew the other.  By living in cities, anonymity began to become a way of life.  With the emergence of more and more technology, this anonymity is being threatened, and with a global economy becoming reality, society is beginning to change.

Modern Western society is dominated by democracy.  Democracy drives an open society.  In an open society, individuals have the opportunity to make decisions that will affect the future of society.  By voting we appoint representatives and governors of society, and we give them the responsibility of making decisions on behalf of society.  If society doesn’t like the current leaders, then a different party will be voted to take their place.  The opposite to an open society is a closed society.  Closed societies are ruled by a leader who makes the decisions for the society without consent of the individuals.  Open societies in the West have replaced closed societies.

The main virtue of an open society in relation to privacy is that of criticism.  In an open society, the leaders must be open to criticism from the public, otherwise those leaders will be voted out.  In closed societies, the leader has no need to listen to criticism, and as Brin notes “Alas, criticism has always been what human beings, especially leaders, most hate to hear.” (1998: 11).  Criticism is essential for human beings in preventing the repetition of mistakes.

One of the major problems of modern society is secrecy.  Secrecy again is in human nature.  By keeping secrets we avoid criticism.  In an open society, secrets should not be an issue, as our leaders should not keep secrets.  Truly this is not the case, as the UK government has official secrets protected by the official secrets act.  In the past, the government has found it fairly easy to keep secrets from being leaked.  By enforcing the official secrets act, publishers are forbidden from printing official secrets.  A recent event reported on by Linda Harrison of The Register threatened this law.  “Former MI6 agent Tomlinson wanted to reveal MI6 names and office locations in revenge for what he saw as an infringement on his freedom. The situation raises fears over the abuse of cyberspace, where publication is generally free and without worry from censorship.” (2001: 

http://www.theregister.co.uk/content/archive/4257.html).

It seems that the current expansion in modern technology is having an effect on the open society.  If the current trend of surveillance equipment continues, we could all lose the ability to hide.  Laws are passed, but so far it has seemed technology has had its own way with regard to encroaching on rights of privacy.  Certainly, a large number of laws that have been passed to enforce privacy have back doors.  For example, the Canadian Privacy Act states that personal information held by the government can only be used with prior consent from the individual whose details they are or for the purpose in which they were collected, except “for a purpose for which the information may be disclosed to the institution under subsection 8(2).”  One of the conditions of subsection 8(2) is “for any purpose in accordance with any Act of Parliament or any regulation that authorizes its disclosure.”  The Canadian government openly admits to using individual’s data to compare information about people who are claiming state unemployment benefits and are also registered as employed.

Sometimes bending of the rules of privacy is viewed as acceptable as it will bring about an idea of accountability.  Accountability is a crucial part of privacy and privacy law.  Whilst privacy is supposed to protect the lawful, it should not protect the unlawful.  Therefore all laws with regard to privacy have to not only satisfy the need for privacy and freedom, but must also still allow for accountability.

A clear example is within the US IRS (Internal Revenue Service).  To protect privacy, it is illegal for employees of the IRS to view details such as tax returns of friends, relatives, neighbours, enemies and celebrities.  To help protect individuals from prying eyes, a form of surveillance software has been implemented at the IRS.  This software watches employees and makes sure they are only accessing details relevant to their current tasks.  This software, whilst enforcing a law, forces accountability onto any dishonest employees.  However it also takes away the privacy of any honest individuals who might fear that they will be punished for any small mistake.  This is a case in which surveillance has been accepted to enforce accountability.

The idea of accountability is integral to theories of a Transparent Society.  The idea of a transparent society is very similar to the ideas that drive open source software development described earlier.  A transparent society is one in which no secrets are kept and every individual is accountable for their actions regardless of status or power.  The whole of society would be in effect open for everybody to see.  So anybody who wished to would know you were claiming benefit whilst working, you were cheating on your partner, and that you didn’t tip the waiter.

These ideas, whilst sounding daunting, may well be unavoidable.  David Brin believes that as technology continues to develop, surveillance will be unavoidable, and the only way to escape Orwell’s Big Brother predictions is to make sure we’re watching back.  So whilst Orwell predicts that the government (Big Brother) would be able to watch us through methods of computer-automated surveillance, Brin predicts that we will all be watching each other.  So if somebody is watching you when they shouldn’t be, they run the risk of being caught watching you by somebody watching them.  Brin believes that this method of counter-surveillance is our best hope of maintaining privacy, freedom, and therefore liberty, in an increasingly technological society.

If this idea of transparency sounds a little far-fetched it would be worth considering the actual likelihood of it ever occurring.  Calvin Gotlieb in his paper “Privacy: A Concept Whose Time Has Come and Gone” (1996) discusses an ongoing trend in society of our continual sacrifice of privacy to technology.  A good point he makes is that, although privacy is a constantly discussed topic amongst journalists, lawyers and academics, there is little evidence that the general populace cares that greatly.  A good indication of what are key issues in society is an election.  Election time calls for parties to discuss what they believe really concern society, and there has been no occasion that privacy has formed a major part of any election campaign.

Another example that continually appears in discussions of privacy and society’s attitude towards it is the creation of a CD-ROM by Lotus Development titled “Lotus MarketPlace: Households” (1990).  This CD contained market research information about 120 million US citizens.  The details included name, address, marital status, income and demographic data.  Although this project was cancelled (due to 30,000 people writing to Lotus demanding their details be removed), it is the fact that it got as far as a finished product that shows the feeling towards privacy in society.  In fact, the CD is collated from data that is already freely available.  By signing a credit card contract, often you will be agreeing to allow your credit rating and buying habits to be sold by the credit card company.  The Lotus CD-ROM would only have been giving access to already available information, but at an affordable prive.

So why would there be such outrage at the release of a CD containing these details, when we know the details are out there already?  It would appear that we have given up on trying to keep ourselves private from government and big corporations, treating that level of privacy as a lost cause.  We believe that they have the power and money to do what they like, and how could we stop that?  Whereas the idea of our details being available to anybody, regardless of levels of power, does not appear acceptable.

Where does this leave the transparent society?  What possibility is there of a transparent society actually working?  Unfortunately, we have no strong evidence that a transparent society would work and be beneficial, however we do have other models, which prove that in the right circumstances this can work.

The transparent way of thought has been slowly applied to some forward thinking businesses.  Following the lead of Jack Stock, CEO of Springfield ReManufacturing Corporation (SRC) in the US.  In 1983, Stock and his colleagues bought the troubled engine-remanufacturing facility.  To pay off debts and turn the company around, Stock took an open-management approach.  This means that every level and detail of the company, including company finance and business strategy, are made available to all of the employees.  By opening up all the previously secret information, Stock encourages criticism.  Employees can now criticise management’s decisions, and if the criticisms are valid and justified, they will be acted upon.  Stock named meetings ‘huddles’.  John Case describes them as a “regular, structured series of meetings designed specifically to allow people to participate in running the business.” (Case 1998: 84).  Whilst not being transparent, the open-management model is certainly more open than an open society.  This could be considered a step in the right direction.  And with surveillance technology becoming increasingly common in the workplace, maybe a transparent management model will be next.

A more applicable example with regards the OS would be the recent trend in open software and especially the openly developed OS Linux.  Linux is an OS Kernal (the core of the OS) developed under a particular system known as the GNU system.  GNU (GNU’s Not UNIX – a recursive acronym) is a system pioneered by Richard Stallman following his experiences working for commercial software development companies.  The GNU system is a set of guidelines to promote, distribute, licence and protect free software.  In order for software to be part of the GNU system it has to offer four specific levels of freedom.  Stallman (2001: http://www.gnu.org/philosophy/free-sw.html) specifies these conditions as:

· The freedom to run the program, for any purpose

· The freedom to study how the program works, and adapt it to your needs.  Access to the source code is a precondition for this.

· The freedom to redistribute copies so you can help your neighbour.

· The freedom to improve the program, and release your improvements to the public, so that the whole community benefits.  Access to the source code is a precondition for this.

The GNU system is in many ways a transparent system.  It is commonly referred to as an open source system (the source code is open for all to see) but actually goes beyond an open model and provides many levels of transparency.

Of particular interest is the actual process of development of a typical GNU project.  Larger projects will involves a large number of developers who are frequently located substantial distances from one another.  In order to manage such developments a fairly strict approach is required to ensure code is not being duplicated and that every developer is up to date with the team’s developments.  To overcome this problem, version control software has been developed.  The software CVS (Concurrent Versions System www.cvshome.org) is a particularly common version control system and is also developed using the open source/GNU system.  CVS records a history of development and helps to ensure that developers are not conflicting by providing a checking in and checking out system.

The most intriguing feature of CVS is the method by which it will keep an entire history of events during the process of development.  Every time a portion of code is edited, CVS records that change along with details of the date and author.  Through the resulting tree of changes, it is possible to track the particular changes that may be responsible for errors in the resulting application.  These ‘bugs’ can then be resolved by comparing changes to see where the error lies.  Whilst this is an incredibly useful tool to have when sharing a large workload, it is also a method of surveillance.  The CVS software, by tracking a developer, is forcing accountability by means of surveillance.  If that developer is responsible for an error resulting in a bug, the entire community of developers will be aware of this.

The tracking of a bug is very important in developing software and blame is never placed on the developer responsible, as bugs are regular occurrences.  Therefore, for much of the time, accountability is not an issue.  However if a developer were responsible for negligence or sabotage resulting in a serious flaw in the application, it is important for the community to track down the event.

Having realised that the process behind developing the Linux OS and other software is transparent, is there any evidence that the application reflects this process?  When using Linux, it becomes apparent that it is intended to be similar to previous OS’s.  The shell (command prompt) is unmistakeably UNIX-like, and the GUI’s all reflect the original Mac OS principles and metaphors (see Figure 1.2).  Whilst a huge amount of imagination and ingenuity is apparent in the process of making Linux, very little has made its way into the design of the interface.

What does this mean for the OS as a whole?  Is the OS limited by society, and in particular can the present political system accommodate a change in the OS?  The conclusions will discuss the present state of the OS and whether a change is likely, and if so, what they might be.

Conclusions

Throughout this essay the issues of privacy and society have been discussed with regards to a future for the OS.  However how does the current state of the OS relate to these issues?  The history of the OS shows two distinct paths for its usage and therefore design.  UNIX and many other similar proprietary OS’s were designed with networking in mind.  The network is an inherently open and transparent environment, as it provides a link between every computer on it.  As such, to protect data on a machine connected to a network, the UNIX OS’s provide the appropriate security measures.  Whilst this security provides a way to protect privacy from other users on the network, it also gives the choice to open up your work to others.  UNIX systems, along with networking technology, have until fairly recently been beyond the price range and expertise of the home user.  The UNIX OS is complicated and designed for expert users, so has stayed a tool for corporations and institutions requiring large scale networking solutions.

The home user has mainly had the choice of two mainstream OS solutions.  Microsoft’s MS-DOS and Windows solutions, and Apple’s Mac OS solutions have provided a different approach that is not based around a networked solution.  The roots of these OS’s are based around single machines with no network capability.  Instead the approach has been to increase the ease of use of the OS to the less experienced user.  This approach is quite different to the UNIX way of working, and instead creates a very closed environment.  Until recently the only way to share work would be to place the data onto a removable medium such as a floppy disk and send the disk to another user.

Whilst the commercial user has had the option to work openly and make use of networking technology, the home user has not had this option.  However the Internet has introduced, and even now forced (with most new home computers being Internet ready), the concepts of networking to the home user.  The home user OS’s have had to adapt their systems to now cope with a global network.  Due to not having to cope with networking in the past, the home user OS’s have not scaled well to the Internet.  Microsoft’s Windows family in particular have had extremely bad coverage regarding security issues.  A Windows user can expect to regularly have to download substantial updates to their operating systems to prevent security breaches.  In effect the Internet has forced transparency onto the Windows family of OS’s, as it is frequently a moderately simple task for a knowledgeable hacker (a programming enthusiast and explorer) to gain access to such machines.

The fear of hackers has been a major concern for those connected to the Internet.  The fear is that of an invasion of privacy and of damage to property.  The same can be said of a fear of computer viruses (invasive, occasionally malicious software that performs unwanted tasks) that can damage virtual property.  Both  irresponsible hackers and viruses have caused major problems with both personal and business use of networking.  Most notably recently is the Melissa virus programmed by hacker David Smith.  Paul Festa of CNET wrote: “Last year, the Melissa virus clogged corporate email servers across the country, causing more than $80 million in damage. A New Jersey resident, David Smith, was arrested and charged with disseminating the original Melissa virus.” (2001: http://news.cnet.com/news/0-1003-200-1812992.html).  The Melissa virus exploited Microsoft software to replicate and distribute itself.  It did not cause any malicious damage, but clogged up e-mail servers by automatically sending itself via e-mail to everybody in a users mailing list.

If privacy and security with networked OS’s is such a major and exploitable issue, what is the solution?  It certainly seems that Linux and other free OS’s have been starting to tackle the problem.  It would seem that the system of development could have a large effect on the appeal to an OS.  An openly/transparently developed OS such as Linux is easier to trust than an OS developed in a closed fashion such as Microsoft’s Windows.  Because the source code is available for review by a huge developer base, it is easier for security holes to be found.  Also fixing any security holes can be accomplished far more quickly and easily.  With closed software, it is not entirely possible to be sure of how your data is being used.

If this is the case, then the current success of the free OS’s into the marketplace, especially Linux, could be a positive sign towards a more open society.  Numbers of users of Linux and other free OS’s are still very low in comparison to other products, but interest is mounting from business towards the open way of working.  Even IBM have started to back Linux and produce open source products for it.

If the future of development for software is the GNU/open source system, then maybe the future of the OS is similar.  When discussing the future possibilities for the OS, it becomes apparent that it is less about the specific elements the OS can offer, and more about the processes it can offer.  Predicting that the future of the OS is one in which the OS can profile and react to users may be plausible.  However from studying the background to privacy and society, it would take a leap of faith in users and possibly a change in the political system to be realised.  Instead it would be more appropriate to predict a more subtle future that would introduce the theories of openness and transparency without forcing them.

The greatest obvious benefit of transparency with regards the OS would be opening up a huge knowledgebase previously unavailable.  If transparency could be applied in some form to the OS, then all the knowledge of every user on a network could be shared and integrated.  Creatively this would be of huge benefit, as the groundwork of any creative process would become infinitely easier.  And when working collaboratively on a project, a transparent OS would provide an excellent platform to share work.

What exactly would a transparent OS offer?  Perhaps another related (but unreleased) project will help to answer this.  A group of hackers, known as Cult of the Dead Cow (http://www.cultdeadcow.com) have revealed some details about their next project, called Project X, due to be released mid-June 2001.  Project X is an application that will act as a layer when accessing content on the Internet.  Exact specifics of how the application will work have not been released, but what has been revealed is that it will be a tool to provide completely anonymous Internet access.  Initially this may not sound like transparency, as the transparent society is one in which counter-surveillance is a solution to surveillance.  However Project X has a different solution to surveillance in that it’s intended to cut out the ability for surveillance to occur by providing complete anonymity.  It is also known that it will work without the need for a central server, as users of Project X will be able to construct their own Project X networks.  In an article about Project X, Greene from The Register wrote “Because it's able (we hope) to defeat commercial and government observation, and because it can be set up by individuals or small groups for their own use without recourse to any sort of 'official' assistance, it cuts society out of the private communications loop which it so desperately wishes to regulate.” (2001: http://www.theregister.co.uk/content/6/19067.html).

If Project X does have the ability to provide secure anonymous communications via the Internet, then it will be providing an answer to transparency.  It will give a one-way transparency.  The user of Project X will have the ability to access the Internet without being tracked, but will also have the ability to release any material they wish to with complete anonymity.  The transparent OS will therefore be less likely to reflect the transparent society.  It is more likely that the transparent OS will avoid surveillance entirely rather than have to provide counter-measures against it.  This should be possible to accomplish through the process of its development.  Developers reviewing the code of the transparent OS will ensure it remains secure.

So the transparent OS will be an OS that fully exploits the benefits of a networked environment by providing a unified knowledgebase, but will also provide complete anonymity and will have no central base of control.  As an experiment, I have constructed a project to explore how this could work.  The project provides an interface within existing OS’s for applications to make use of.  I have called the interface LucidWare.  A LucidWare client can connect to other LucidWare clients across a network creating a peer-to-peer network.  Applications can then access the LucidWare network and share resources and knowledge.  This is provided with complete anonymity.  LucidWare is intended to be a precursor to a future OS.  The intention is to tackle the issues of privacy and accountability whilst providing as much transparency as possible.  By providing a layer of intelligence, LucidWare can pool knowledge (files such as documents) and share it without relating that knowledge back to an individual.  It is then up to the application and user as to whether the gathered knowledge is of use.

If a transparent OS were to become a reality, would society be ready to accept it?  I believe that society would actually have little objection to such a way of working, and that the political system would not be any more than a little ruffled.  The transparency an OS could offer could only ever be a selective process.  The user would have to have the choice as to how transparent and in what way the OS would act.  The main concern for such an OS is whether the individual would actually accept it.  The benefits of working in such a manner would have to outweigh the apprehension of working transparently.

Currently I believe that the transparent OS is a long way from becoming a reality, but I do believe it could be part of the next step.  Current concern over privacy and the Internet (mainly as a result of bad press regarding hackers and viruses) would result in a small initial uptake of such a technology.  However the benefits might become apparent for open source developers and others used to working in an already transparent way.  Perhaps if the uptake of transparent technologies is great enough, then a transparent OS would be feasible.
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Figure 1.1

Mac OS 1.1 (http://www.nostalgia.itgo.com/Software/Nome/Mac OS.html)
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Figure 1.2

Linux-Mandrake under KDE (http://www.linux-mandrake.com/en/fscreenshots.php3)
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